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#### Abstract

- AIM: To select the optimal edge detection methods to identify the corneal surface, and compare three fitting curve equations with Matlab software.


- METHODS: Fifteen subjects were recruited. The corneal images from optical coherence tomography (OCT) were imported into Matlab software. Five edge detection methods (Canny, Log, Prewitt, Roberts, Sobel) were used to identify the corneal surface. Then two manual identifying methods (ginput and getpts) were applied to identify the edge coordinates respectively. The differences among these methods were compared. Binomial curve ( $y=A x^{2}+B x+C$ ), Polynomial curve $\left[p(x)=p 1 x^{n}+p 2 x^{n-1}+\ldots+p n x+p n+1\right]$ and Conic section ( $A x^{2}+B x y+C y^{2}+D x+E y+F=0$ ) were used for curve fitting the corneal surface respectively. The relative merits among three fitting curves were analyzed. Finally, the eccentricity (e) obtained by corneal topography and conic section were compared with paired $t$-test.
- RESULTS: Five edge detection algorithms all had continuous coordinates which indicated the edge of the corneal surface. The ordinates of manual identifying were close to the inside of the actual edges. Binomial curve was greatly affected by tilt angle. Polynomial curve was lack of geometrical properties and unstable. Conic section could calculate the tilted symmetry axis, eccentricity, circle center, etc. There were no significant differences between ' $e$ ' values by corneal topography and conic section ( $t=0.9143$, $P=0.3760>0.05$ ).


#### Abstract

- CONCLUSION: It is feasible to simulate the corneal surface with mathematical curve with Matlab software. Edge detection has better repeatability and higher efficiency. The manual identifying approach is an indispensable complement for detection. Polynomial and conic section are both the alternative methods for corneal curve fitting. Conic curve was the optimal choice based on the specific geometrical properties. - KEYWORDS: Matlab software; edge detection; curve fitting; mathematic simulation; optical coherence tomography; corneal topography
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## INTRODUCTION

The precise explanation of visual signal requires the eye's power to focus incoming rays of light on the retina ${ }^{[1]}$. Lots of attempts have been tried to make the optical system of the human eye simpler ${ }^{[2-3]}$. The Gullstrand schematic eye is the model from which mathematical values for the eye's optical characteristics were derived ${ }^{[4]}$. The refraction index product of the medium of the incoming ray and the sine of the angle of incidence of the incident ray is equal to the product of the same terms of the refracted ray. The refracted ray is designated: nsinI $=n^{\prime}$ 'sinI' (Snell law) ${ }^{[5]}$. Analyzing optical systems by tracing rays based on Snell law is regarded as a common method in technical optics ${ }^{[5-6]}$. In the schematic eye, the cornea is assumed to be the only refracting surface. If we want to assess the effect on light rays as they pass through different media like cornea, the premise is to define the corneal surface accurately. Then, mathematics equation is applied to simulate the optical characteristic. Obviously it requires a lot of calculations including geometry, trigonometry, conic sections, and differential equations.
In this field, optical coherence tomography (OCT) systems are employed in various applications, especially in ophthalmology where it can be utilized to obtain detailed images including the cornea ${ }^{[7-8]}$. Meanwhile, Matlab (matrix laboratory) is a multi-
paradigm numerical computing environment and fourthgeneration programming language ${ }^{[9-10]}$. Edge detection in Matlab has been widely applied, which is an image processing technique to extract useful structural information from different vision objects and dramatically reduce the amount of data to be processed ${ }^{[11-12]}$. Common edge detection includes 'Sobel', 'Canny', 'Prewitt', 'Roberts', and 'Log'. In the ideal case, the result of applying an edge detector to an image may lead to a set of continuous curves that indicate the edges of objects. If the edge detection step is successful, the subsequent task of interpreting the information contents in the original image may therefore be substantially simplified. However, it is not always possible to obtain ideal edges from real images. In this case, 'ginput' and 'getpts' functions in Matlab raise crosshairs in the axes to identify points in the figure manually. Thus, in the current research, we identify the corneal surface with five edge detection algorithms, and compare the differences between edge detection and manual identifying methods.
Least square is a significant method of fitting a curve to data points so as to minimize the sum of the squares of the distances of the points from the curve ${ }^{[13]}$. Base on least square, curve fitting is the process of constructing a curve that has the best fit to a sequence of data points ${ }^{[14-15]}$. The fitted curves could be used as an aid for data visualization. Curve Fitting Tool in Matlab provides 'polyfit' function, which could find the coefficients of a polynomial $p(x)$ of degree ' $n$ ' that fits the data, [Syntax: $\left.p(x)=p 1 x^{n}+p 2 x^{n-1}+\ldots .+p n x+p n+1\right]^{[16-17]}$. If the degree n is 2, it is Binomial curve, namely, parabola. (syntax: $y=A x^{2}+B x+C$ ). Meanwhile, as a circular curve, the corneal surface could be also regarded as conic section ${ }^{[18]}$ [syntax: $\left.A x^{2}+B x y+C y^{2}+D x+E y+F=0\right]$. Therefore, the relative merits were statistically analyzed among these three curve fitting equations.
In mathematics, eccentricity, denoted ' $e$ ', is a significant parameter associated with conic section ${ }^{[19]}$. It can be thought of a measure of how much the conic section deviates from being circular. (Circle: $\mathrm{e}=0$; ellipse: $0<\mathrm{e}<1$; parabola: $\mathrm{e}=1$; hyperbola: $\mathrm{e}>1$ ). Thus, in the current study, the 'e' values by corneal topography and conic section were compared further.

## SUBJECTS AND METHODS

Corneal Surface Edge Detection First, fifteen volunteers were recruited ( 8 males and 7 females, age 7-11 years old). Approval was obtained from the institutional review board of Fudan University (2015-05-01). Participants provided their written informed consent to participate in this study. All the left eyes were selected, the refractions, curvatures were collected. Afterwards, corneal images (resolution $868 \times 380$ ) from Fourier domain OCT (Optovue RTVue, MA, USA) were selected randomly and imported into Matlab R 2010b (Math

Works, MA, USA) software (horizontal direction scan). After using 'imread' and 'imshow' functions, these images were displayed in a two-dimensional graphics. (x-coordinate: 0-868; y-coordinate: 0-380, Figure 1A).
Edge detection methods: First, the originate images were transformed into binary images using 'im2bw' functions to sharpen the margin. Then, five edge detection algorithms include 'Sobel', 'Canny', 'Prewitt', 'Roberts', and 'Log' were applied to the images respectively (Figure 1B-1F). Afterward, non-target areas were removed, then the edge coordinates were acquired by 'find' functions ${ }^{[11]}$. In this way, five edge detection algorithms were compared in one graph.
Manual identifying methods: Matlab provides 'ginput' and 'getpts' functions to identify appointed points from the axes and returns their x - and y -coordinates in the x and y column vectors. In such two ways, we can position the cursor with the mouse to acquire the coordinates from corneal surface (Figure 1G, 1H).
Corneal Surface Curve Fitting Methods First, 'polyfit (x, $\mathrm{y}, 2$ )' function was used to fit the coordinates in least square principle. The Binomial curve (syntax: $y=A^{2}+B x+C$ ) was shown in Figure 2A. Afterwards, Polynomial curve [syntax: $\left.\mathrm{p}(\mathrm{x})=\mathrm{p} 1 \mathrm{x}^{\mathrm{n}}+\mathrm{p} 2 \mathrm{x}^{\mathrm{n}-1}+\ldots .+\mathrm{pnx}+\mathrm{pn}+1\right]$ were used for corneal curve fitting by using Curve Fitting Tool in Matlab software, which was an interactive environment presented in the form of a graphical user interface. The Polynomial curve was shown in Figure 2B. After that, Conic section (syntax: $A x^{2}+B x y+C y^{2}+D x+E y+F=0$ ) was applied for curve fitting. The conic curve was shown in Figure 2C and the programming codes were shown as follows:
$x y=[x, y] ; x=x y(:, 1) ; y=x y(:, 2) ; p=\left[x .{ }^{\wedge} 2, x . * y, y . \wedge 2, x, y\right] \backslash$ ones(size(x));
ezplot(@(x,y) p(1)*x.^2+p(2)*x.*y+p(3)*y.^2+p(4)*x+ p(5)*y-1, [0 8680380$]$ )
In order to compare the fitting effects of these three curves, one image among these 15 patients was selected randomly for further analysis. Eight points whose x-coordinates had the fixed interval $(100,200, \ldots 600,800)$, which passed the corneal surface equably were selected. Paired $t$-test (Codes: [h,p,ci,stats] =ttest2(x,y,0.05, 'both') ) was used in Matlab to compare the according y-coordinates of each curve equation (yellow arrow in Figure 2) and the simulative incident angles in each selected points between these three curve equations.
Base on theorem of the calculus and trigonometry, the tangent line and normal line at any point in the selected curve equation could be calculated by utilizing 'diff' function. Thus, simulative incident angles from a distance could be acquired (red arrow in Figure 2).


Figure 1 Corneal surface edge detection This is one of these images from 15 volunteers. A: Original image; B: Canny edge detection; C: Log edge detection; D: Sobel edge detection; E: Prewitt edge detection; F: Roberts edge detection; G: Manual ginput methods; H: Manual getpts methods.


Figure 2 Comparison between three corneal curve fitting equations $A$ : Binomial curve (syntax: $y=A x^{2}+B x+C$ ); $B$ : Polynomial curve [syntax: $p(x)=p 1 x^{n}+p 2 x^{n-1}+\ldots .+p n x+p n+1$ ]; C: The Conic section (syntax: $A x^{2}+B x y+C y^{2}+D x+E y+F=0$ ); $D$ : The ' $e$ ' value calculated by ' $a$ ' axis and 'b' axis. Red line: Symmetry axis; Green dash line: Tangent line and normal; Red dash line: The simulative incoming light; Red arrow: Incident angle; Yellow arrow: The calculated coordinate when x-coordinate was 100 . Blue line: The axis, 'o' was the circle center, aa' was the 'a' axis, bb' was the ' $b$ ' axis. In this way, we could get the 'e' value ( $e=0.7070$ ).

The formula was:
K: normal line slopes. Incident angle $=90 \pm \arctan (K)$.
Afterward, images were rotated clockwise 15 degrees. The same approach was implemented to compare the fitting effects of different equations when the images were tilted.

Comparison of Eccentricity Values Between Corneal Topography and Conic Section For a conic section equation, $A x^{2}+B x y+C y^{2}+D x+E y+F=0$, the circle center (Xc, Yc) was $\mathrm{Xc}=(\mathrm{BE}-2 \mathrm{CD}) /\left(4 \mathrm{AC}-\mathrm{B}^{2}\right) ; \mathrm{Yc}=(\mathrm{BD}-2 \mathrm{AE}) /\left(4 \mathrm{AC}-\mathrm{B}^{2}\right)$. The tilt angle was $(1 / 2) * \arctan [B /(A-C)]$.

Therefore, the semimajor axis (a) and semiminor axis (b) were able to obtainable. The eccentricity could be defined as the ratio of the linear eccentricity ( $c$, which was equal to $\sqrt{\mathrm{a}^{2}-\mathrm{b}^{2}}$ ) to the semimajor axis: that was, $\mathrm{e}=\mathrm{c} / \mathrm{a}$.
In order to validate the feasibility of the ' $e$ ' value of conic section, the 'e' values by corneal topography (Oculus, Germany) and conic section were compared with Paired $t$-test in Matlab.

## RESULTS

Edge Detection of Corneal Surface The returned images of 'Roberts' seemed to have the most meticulous outline, while the image of 'Log' had a gross outline. 'Sobel' was similar to 'Prewitt'. After zoomed in (Figure 3A), the points from 'Canny' had the lest missing edge segments as well as false edges, which made the edge curve most smooth and connected. Images of Canny edge detection algorithms were shown in Figure 3A. The measuring points from manual identifying were more close to the inside of actual edges (Figure 3B). The Conic curves which calculated by five edge detection algorithms were shown in Figure 3C. On the whole, they all have the ideal curves that indicated the edges of the corneal surface.

## Comparison of Three Corneal Surface Curve Fitting Methods

Three fitting curves were shown in Figure 2. On the whole, these three curves all fitted the corneal surface well. The Polynomial curves were observed to have a better fitting effect than Binomial curve (Figure 4A). Further observation showed that the corneal curve of Polynomial fitting was one part of one irregular curve. Beyond the selected interval, the graph showed that the polynomial behavior took over and the approximation quickly deteriorated (Figure 4B). Another observable difference was the symmetry axis (red line) of Binomial curve (Figure 2A) was perpendicular to the x -axis, and the Polynomial curve (Figure 2B) had no symmetry axis. In contrast, the Conic curve (Figure 2C) had a tilted symmetry axis, and the tilt angle could be calculated base on principle of conic section, which was equal to $(1 / 2) * \arctan [\mathrm{~B} /(\mathrm{A}-\mathrm{C})]$. Thus, the tilt angle in this selected corneal image was $89.521^{\circ}$. For further analysis, the according y-coordinates in selected x -coordinates and the simulative incident angles of three curve equations were shown in Table 1. No significant differences were found either y-coordinates or simulative incident angles (Paired $t$-test, $P>0.05$ ).
In Figure 4C-4E, all images were rotated clockwise 15 degrees, the Binomial curves became diverged obviously (Figure 4C). In contrast, the Polynomial and Conic curves both fitted the corneal surface in satisfactory way (Figure 4D, 4E), and the tilt angle of Conic section could be calculated (104.05 ${ }^{\circ}$. Green arrow in Figure 4E). The according y-coordinates in selected x -coordinates and the simulative incident angles of polynomial and conic curves were shown in Table 2. No significant differences were found either y-coordinates or simulative incident angles (Paired $t$-test, $P>0.05$ ).


Figure 3 Comparison between five edge detection methods Images of Canny edge detection algorithms (A) for fitting curve with conic section. The measuring coordinates of edge detection methods were close to the outside of actual edges. In contrast, measured points of the two manual identifying methods were more close to the inside of actual edges (B). The conic fitting curves between different edges detection methods (C).

Table 1 The according y-coordinates in selected $\mathbf{x}$-coordinates and the simulative incident angles of three curve equations

| X-coordinate | Y-coordinate |  |  |  |  | Incident angle $\left({ }^{\circ}\right)$ |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | A | B | C |  | A | B | C |  |
| 100 | 143.10 | 141.44 | 141.34 |  | 25.258 | 26.691 | 26.640 |  |
| 200 | 102.82 | 100.87 | 100.79 | 18.483 | 17.716 | 17.698 |  |  |
| 300 | 76.25 | 76.14 | 76.23 |  | 11.131 | 10.132 | 9.999 |  |
| 400 | 63.45 | 64.76 | 64.96 |  | 3.390 | 2.870 | 2.903 |  |
| 500 | 64.40 | 65.92 | 65.94 |  | 4.476 | 4.157 | 4.019 |  |
| 600 | 79.11 | 79.31 | 79.21 |  | 12.178 | 11.105 | 11.139 |  |
| 700 | 107.56 | 105.71 | 105.93 |  | 19.459 | 18.579 | 18.895 |  |
| 800 | 149.77 | 148.20 | 149.06 |  | 26.143 | 27.913 | 27.959 |  |

Group A: Binomial curve; Group B: Polynomial curve; Group C: Conic section. Paired $t$-test, y-coordinate: A vs B: $P=0.34529, t=1.0119$; A vs $\mathrm{C}: ~ P=0.4757$, $t=0.75355$; B vs $\mathrm{C}: P=0.26329, t=-1.2163$. Incident angle: A $v s \mathrm{~B}: P=0.68269$, $t=0.42631$; A vs C: $P=0.70093, t=0.40022$; B vs $\mathrm{C}: P=0.83053, t=-0.22216$.

Comparison of Eccentricity Values Between Corneal Topography and Conic Section Eccentricity values measured by corneal topography and calculated by conic section were


Figure 4 The curve fitting comparison between three methods $A$ : The Polynomial curve was found to have a better fitting effect than Binomial curve; B: The graph showed the fitting corneal curve of Polynomial was one part of one irregular curve. Beyond the selected interval the graph showed that the approximation quickly deteriorated; C : The fitting curves when the image was rotated 15 degrees: Binomial curve (syntax: $y=A x^{2}+B x+C$ ); D: Polynomial curve [syntax: $p(x)=p 1 x^{n}+p 2 x^{n-1}+\ldots .+p n x+p n+1$ ]; E: Conic section (syntax: $\left.A x^{2}+B x y+C y^{2}+D x+E y+F=0\right)$.

Table 2 The according $y$-coordinates in selected $x$-coordinates and the simulative incident angles of polynomial curve and Conic section after the image was rotated 15 degrees

| X-coordinate | Y-coordinate |  |  | Incident angle $\left(^{\circ}\right)$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  | B | C |  | B | C |
| 100 | 365.12 | 365.02 |  | 45.172 | 45.532 |
| 200 | 281.51 | 281.53 |  | 34.616 | 34.466 |
| 300 | 223.49 | 223.67 |  | 25.751 | 25.741 |
| 400 | 183.35 | 183.49 |  | 18.059 | 18.095 |
| 500 | 157.56 | 157.61 |  | 10.869 | 10.919 |
| 600 | 144.68 | 144.65 |  | 3.787 | 3.808 |
| 700 | 144.37 | 144.39 |  | 3.508 | 3.595 |
| 800 | 157.55 | 157.69 |  | 11.738 | 11.701 |

Group B: Polynomial curve; Group C: Conic section. Paired $t$-test, y-coordinate: B vs $\mathrm{C}: P=0.18999, t=-1.4513$. Incident angle: $\mathrm{B} v s \mathrm{C}$ : $P=0.4174, t=-0.86169$.
presented in Table 3. No significant differences of ' $e$ ' value were observed between corneal topography and conic section.

## DISCUSSION

Edge Detection of Corneal Surface In five edge detections, the Canny edge detector is regarded as the state-of-the-art edge detector ${ }^{[20]}$. In the current study, the returned image of Canny was found to have a most smooth and integrated curve. Nevertheless, on the whole, five edge detection algorithms all had the continuous curves which indicated the edges of the corneal surface (Figure 3G). Few differences were found in the final detecting curves. Edge detection technique thereby provided a validated unbiased parameter for rapid and highly reproducible quantification of the level of the corneal curve of the OCT image. Meanwhile, the coordinates from two manual identifying methods were found more close to the

Table 3 The refractive parameters of fifteen volunteers and comparison of eccentricity values between corneal topography and conic section

| $n$ | Age <br> (a) | Refraction (D) | Corneal <br> curvature | Eccentricity <br>  <br> Corneal <br> topography |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 1 |  | -4.0 Ds |  | 0.56 | Conic <br> section |
| 2 | 10 | -3.5 Ds | 42.5 | 0.56 | 0.48 |
| 3 | 8 | -2.5 Ds | 45 | 0.53 | 0.5 |
| 4 | 9 | -2.5 Ds | 45.25 | 0.62 | 0.65 |
| 5 | 8 | $-2.0 \mathrm{Ds}-0.5 \mathrm{Dc} * 170$ | 42 | 0.77 | 0.71 |
| 6 | 8 | -2.0 Ds | 42 | 0.75 | 0.81 |
| 7 | 9 | -1.25 Ds | 40.5 | 0.57 | 0.5 |
| 8 | 7 | -1.5 Ds | 41 | 0.57 | 0.61 |
| 9 | 9 | -1.0 Ds | 40.25 | 0.65 | 0.6 |
| 10 | 10 | -4.75 Ds | 44.25 | 0.51 | 0.52 |
| 11 | 11 | $-4.5 \mathrm{Ds}-2.0 \mathrm{Dc} * 155$ | 44 | 0.41 | 0.43 |
| 12 | 11 | -4.75 Ds | 42.75 | 0.28 | 0.42 |
| 13 | 9 | -5.0 Ds | 42.5 | 0.45 | 0.52 |
| 14 | 10 | -1.75 Ds | 41.5 | 0.56 | 0.51 |
| 15 | 11 | -1.25 Ds | 40.8 | 0.61 | 0.66 |
|  |  |  |  | $t=0.9143, P=0.3760$ |  |

inside of actual edge, which might attribute to position the cursor with the mouse to acquire the coordinates from the corneal surface. Thus, the deviation might increase during this process. Comparatively, the cursor of 'getpts' could be visible by operator, and be easier to position corneal surface edge. Because edges extracted from selected images were often hampered by fragmentation, which meaning that the edge curves were not continuous, missing edge segments as well as false edges not corresponding to interesting phenomena
in the image. The manual identifying approach was less affected by definition. Thus, through data merge technology, the deflected points from edge detection could be corrected by manual identifying approach. Thereby, the manual identifying approach was also an essential supplement of edge detection to define the corneal surface edge.
Comparison of Corneal Surface Curve Fitting After acquiring the coordinates from the corneal surface, current research selected according y-coordinates and simulative incident angles in selected x -coordinates to compare three fitting curves. Because one important application of such a mathematical model was to study light refraction. In this way, we could turn the comparison to a statistical process ( $t$-test). No significant differences were found either y-coordinates or simulative incident angles. Overall they all seemed to be the alternative approaches. Apparently, the Binomial was the most convenient. It used 'polyfit' function to get the equation and required lest calculations. Binomial curve has been successfully used in many different fields of optics ${ }^{[21-23]}$. Nevertheless, there are some discussions regarding the applicability and precision when applied to surfaces such as the human cornea: first, Binomial (syntax: $y=A x^{2}+B x+C$, degree $n=2$ ) was a special case of Polynomial [syntax: $\mathrm{p}(\mathrm{x})=\mathrm{p} 1 \mathrm{x}^{\mathrm{n}}+\mathrm{p} 2 \mathrm{x}^{\mathrm{n}-1}+\ldots .+\mathrm{pnx}+\mathrm{pn}+1$ ], the fitting degree of precision was not as good as Polynomial curve (Figure 3A). Secondly, the Binomial curve, namely, parabola was also one kind of Conic curve, and the eccentricity of parabola was always 1 . However, the eccentricity from conic curve suggested the corneal curve was an ellipse (Figure 2D, $0<\mathrm{e}<1$ ), but not parabola. Finally, Binomial was greatly affected by tilt angle. The symmetry axis of Binomial curve was perpendicular to the x -axis. Therefore, the shortcomings became particularly apparent when the corneal image was tilted (Figure 4C).
Compared with Binomial, the Polynomial curve was able to find the optimal coefficients of a polynomial $p(x)$ of degree n that fitted the data best. Thus, Polynomial curve had a comparably more accurate fitting effect in selected interval. Polynomials appear in a wide variety of areas of mathematics, and it is quite suitable in fitting some irregular curves ${ }^{[24-25]}$. However, depending on the algorithm, it is usually best to choose as low a degree as possible for an exact match on all constraints if an approximate fit is acceptable, because there may be a divergent case, where the exact fit cannot be calculated, or it might take too much computer time, it is better to averaging out questionable data points in a sample, rather than distorting the curve to fit them exactly, In Figure 4B, we found Polynomial curve was one irregular curve, beyond the selected interval the graph showed the polynomial behavior took over and the approximation quickly deteriorated. Besides, not all the tilted corneal surface could be fitted by using polynomial curve. Despite the Polynomial curve had
a good fitting effect when the corneal image was slanted 15 degrees (Figure 4D). Obviously, if the image was rotated to a horizontal position, the functional relationship between x and $y$-coordinates would disappear. So, these imperfections showed Polynomial was also not an ideal corneal surface fitting way. In the current study, no significant differences between polynomial and conic curve were found either y-coordinates or simulative incident angles (Tables 1, 2). It indicated the conic section also owned a satisfactory fitting effect. In mathematics, a conic section (syntax: $\mathrm{Ax}^{2}+\mathrm{Bxy}+\mathrm{Cy}^{2}+\mathrm{Dx}+\mathrm{Ey}+\mathrm{F}=0$ ) is a curve obtained as the intersection of a cone with a plane. Conic section has certain spherical properties that make them a meaningful expansion set for the description of general arc curve like corneal surfaces in the fields of optical engineering and in physiological optics. This point makes it more advantageous than other available approaches. Compared with the other two curve equations, conic section has a tilted axis of symmetry (when $\mathrm{B} \neq 0$ ). The optical axis of the human eye is coincident with the visual system's mechanical axis, and the axis passes through the center of curvature of each corneal surface, and coincides with the axis of rotational symmetry. Although the rotation of axes requires complex calculations including trigonometry and calculus, this was quite convenient in numerical computing environment like Matlab. In our study, the tilt angle of selected corneal surface image was $89.521^{\circ}$, when the selected image was slanted at a $15^{\circ}$ tilt, the calculated tilt angle was $104.45^{\circ}$. Thus, the difference value was $14.929^{\circ}$. This result showed the conic equation had a powerful function to calculate the rotational symmetry of one selected conics.
Base on geometrical principle, a circle has an eccentricity of zero, so the eccentricity shows how 'un-circular' the curve is. Bigger eccentricities are less curved. Traditionally, the three types of conic section are the hyperbola ( $\mathrm{e}>1$ ), the parabola $(\mathrm{e}=1)$, and the ellipse $(0<\mathrm{e}<1)$. The circle is a special case of the ellipse ( $\mathrm{e}=0$ ). In our study, the calculated eccentricity also suggested the corneal curve was a changing ellipse. The optical strength of the cornea is much greater than the strength of the eye-lens, and most of the focusing of the lens combination in humans is due to this part of the optical system ${ }^{[26]}$. In this current research, we compared the eccentricity values between corneal topography and conic section. No significant differences of 'e' values were observed between corneal topography and conic section. It also proved the effectiveness of this method with conic curve fitting technology.
The shortcoming of this method was the comparatively complex calculated process, but this method was quite useful especially when the ocular parameters could not be obtained by routine equipment. For example, we could use this method to calculate a much accurate curvature of guinea pigs although the cornea is too much steep and beyond the range of
curvimeter. The current researches focused on the feasibility of edge detection and precision of curve fitting. Next, our further work will use this method to measure eyeball dimensions and some other important parameters like corneal curvature, etc. In conclusion, our study proved it was feasible to develop mathematical stimulating curve for corneal surface with the help of Matlab software. Edge detection techniques, especially 'Canny' had better repeatability and higher efficiency for corneal surface detection, while the manual identifying approach was also proved to be an indispensable complement. Polynomial and conic section were both the alternative approaches for corneal curve fitting. Overall, conic curve was the optimal choice, because the specific geometrical properties were very advantageous in the research of optical engineering.
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