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Abstract
● With the upsurge of artificial intelligence (AI) technology 
in the medical field, its application in ophthalmology has 
become a cutting-edge research field. Notably, machine 
learning techniques have shown remarkable achievements 
in diagnosing, intervening, and predicting ophthalmic 
diseases. To meet the requirements of clinical research and 
fit the actual progress of clinical diagnosis and treatment 
of ophthalmic AI, the Ophthalmic Imaging and Intelligent 
Medicine Branch and the Intelligent Medicine Committee 
of Chinese Medicine Education Association organized 
experts to integrate recent evaluation reports of clinical 
AI research at home and abroad and formed a guideline 
on clinical research evaluation of AI in ophthalmology 
after several rounds of discussion and modification. The 
main content includes the background and method of 
developing this guideline, an introduction to international 
guidelines on the clinical research evaluation of AI, and 
the evaluation methods of clinical ophthalmic AI models. 
This guideline introduces general evaluation methods of 
clinical ophthalmic AI research, evaluation methods of 
clinical ophthalmic AI models, and commonly-used indices 
and formulae for clinical ophthalmic AI model evaluation 
in detail, and amply elaborates the evaluation methods 
of clinical ophthalmic AI trials. This guideline aims to 
provide guidance and norms for clinical researchers of 
ophthalmic AI, promote the development of regularization 
and standardization, and further improve the overall level of 
clinical ophthalmic AI research evaluations.
● KEYWORDS: artificial intelligence; ophthalmology; 
evaluation; clinical research; machine learning; deep 
learning
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INTRODUCTION

A rtificial intelligence (AI) is a branch of computer science 
aimed at developing intelligent machines that can learn, 

reason, judge, and make decisions like humans. AI includes 

many sub-fields and technologies, such as natural language 
processing, computer vision[1], machine learning[2], and deep 
learning[3], which are widely applied in healthcare, finance, 
transportation, and manufacturing[4]. With the continuous 
improvement of computer technology and data processing 
capabilities, the development and application of AI are 
becoming increasingly widespread and in-depth. Ophthalmic 
diseases, including cataract, glaucoma, diabetic retinopathy, 
age-related macular degeneration, and pathological myopia, are 
important diseases affecting the health of the global population. 
Clinical research is of great significance for understanding 
the pathophysiological mechanisms of diseases, developing 
prevention and treatment strategies, improving patient quality 
of life, and reducing medical costs. The application of AI in 
the field of ophthalmic clinical research mainly includes the 
prediction and diagnosis of ophthalmic diseases[5-6], treatment 
and intervention, and prevention and management[7-8]. Among 
them, early screening systems for ophthalmic diseases based 
on ophthalmic imaging and AI technology, such as fundus 
screening software for diabetic retinopathy[9], fundus screening 
software for multiple fundus diseases (applicable to chronic 
glaucomatous optic neuropathy and diabetic retinopathy)[10-11], and 
fundus screening software for chronic glaucomatous optic 
neuropathy have passed the registration approval of the Class 
III medical device registration certificate of the National 
Medical Products Administration of China.
Clinical research on ophthalmic imaging and AI technology 
is in full swing. With the continuous increase of clinical 
ophthalmic AI research, it is particularly necessary to provide 
evaluation guidelines to ensure their quality and reliability. A 
high-quality guideline can not only ensure the accuracy and 
effectiveness of research data but also improve the repeatability 
and comparability of the research. In addition, the validation 
and authentication of AI algorithms and models are also 
crucial to ensure their effectiveness and reliability in real-world 
clinical environments[12-13]. Therefore, the Ophthalmic Imaging 
and Intelligent Medicine Branch and the Intelligent Medicine 
Professional Committee of the China Medical Education 
Association established the expert workgroup of Guidelines 
on Clinical Research Evaluation of Artificial Intelligence in 
Ophthalmology (2023) for the guideline preparation. This 
guideline mainly focuses on clinical ophthalmic AI research 
based on ophthalmic imaging and AI technology[14-15], aiming 
to comprehensively summarize the evaluation methods, ensure 
the quality and reliability, and promote transparency and 
standardization of clinical ophthalmic AI research. Meanwhile, 
this guideline contributes to the stable development of clinical 
ophthalmic AI research and related applications with protected 
privacy and data security of research participants.

Guidelines on ophthalmic AI clinical evaluation
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Development Methodology for Guidelines on Clinical 
Research Evaluation of Artificial Intelligence in 
Ophthalmology (2023)  Based on the current evaluation issues 
of clinical ophthalmic AI research, the Ophthalmic Imaging 
and Intelligent Medicine Branch and the Intelligent Medicine 
Professional Committee of the China Medical Education 
Association organized ophthalmic AI experts, ophthalmic 
clinical research experts, ophthalmic medical ethics experts, 
and ophthalmic AI product development scientists to establish 
a clinical ophthalmic AI research evaluation guideline expert 
group in July 2022. On July 25, 2022, interviews with relevant 
experts in clinical ophthalmic AI research were initiated to 
gather and organize evaluation issues pertaining to clinical 
ophthalmic AI research in related fields, as well as the 
challenges encountered in clinical research on AI technology. 
Due to the lack of a unified and compliant guideline for the 
evaluation of clinical ophthalmic AI research, the expert 
group of this guideline has carefully studied domestic and 
foreign clinical ophthalmic AI research literature and research 
literature, combined with practical experience in clinical 
ophthalmic AI research, held offline and online meetings to 
fully discuss and demonstrate the evaluation issues of collected 
clinical ophthalmic AI research. The first draft of the guideline 
was written by members of the writing expert group. After 
the first draft was formed, experts independently read it and 
submitted their revision suggestions to the core members 
of the guideline writing group through email and WeChat. 
The revision suggestions were discussed and summarized 
through WeChat, email, and online meetings. During the 
revision period, the guidelines fully accepted the suggestions 
and guidance of participating experts and ultimately reached 
the final version, aiming to guide the evaluation of clinical 
ophthalmic AI research. The development process of this 
guideline took approximately one year.
Introduction to International Guidelines for Artificial 
Intelligence Clinical Research Evaluation  At present, 
there are no evaluation guidelines for clinical research on 
ophthalmic AI internationally. However, there are some 
general guidelines for regulating AI clinical research or trials 
that can be referenced. For example, “Standard Protocol 
Items: Recommendations for Interventional Trials-Artificial 
Intelligence (SPIRIT-AI)”[16] and “Consolidated Standards of 
Reporting Trials-Artificial Intelligence (CONSORT-AI)”[17] 
were released in 2020, while “Standards for Reporting of 
Diagnostic accuracy studies-Artificial Intelligence (STARD-
AI)”[18] and “Transparent Reporting of a multivariable 
prediction model for Individual Prognosis or Diagnosis-
Artificial Intelligence (TRIPOD-AI)”[19] were released in 
2021. Among them, SPIRIT-AI is a normative guideline 

for clinical trials of intervention measures involving AI. To 
enhance transparency in the design and methods of AI clinical 
trials, it is crucial to utilize specific information that should be 
reported in conjunction with SPIRIT2013 and other SPIRIT 
extended guidelines. This aims to promote transparency in 
the design of AI clinical experiments and methods, ultimately 
optimizing understanding, interpretation, and peer review[16]. 
Similarly, CONSORT-AI is used to standardize clinical trial 
reports on interventions involving AI. It is recommended 
to provide a clear description of AI interventions, including 
guidance and skills required for use, environment for AI 
intervention integration, input and output processing of AI 
interventions, interaction between AI and humans, and error 
case analysis, to promote transparency and completeness of AI 
intervention clinical trial reports[17]. STARD-AI is a guideline 
for standardizing diagnostic testing accuracy research 
reports centered on AI, proposing the need to report on data 
preprocessing methods, AI testing development methods (such 
as dataset partitioning, model calibration, training stop criteria, 
use of external validation sets), fairness metrics, non-standard 
performance indicators, interpretability, and interaction 
between humans and AI testing. The aim is to improve the 
transparency and fairness of research on the accuracy of AI 
diagnostic testing[18]. TRIPOD-AI is a guideline for research 
reports on multivariate AI prediction models, aimed at helping 
researchers report research content transparently and helping 
reviewers understand research methods and results, thereby 
reducing research waste[19].
Evaluation Methods for Clinical Ophthalmic Artificial 
Intelligence Research  The clinical research of ophthalmic 
AI includes four key links: data collection and management 
of ophthalmic examinations, model development, clinical 
trials, and clinical applications. This guideline will introduce 
evaluation methods for these key links. It is worth noting that 
clinical ophthalmic AI research models can be divided into three 
types according to the clinical application tasks: intervention 
models, diagnostic models, and predictive models[20-21]. 
Specifically, ophthalmic AI intervention models can be used as 
independent interventions or in combination with conventional 
interventions for the treatment, prevention, or management of 
specific diseases or symptoms. The ophthalmic AI diagnostic 
model is used to determine the presence, classification, and 
grading of a certain disease or lesion. The ophthalmic AI 
prediction model is used to predict the risk of future diseases 
or the effectiveness of treatment based on the characteristics 
of research participants. Therefore, the introduction of model 
evaluation methods will be carried out separately based on 
these three clinical ophthalmic AI research models. In addition, 
as clinical trials are a necessary condition for the domestic 
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and foreign marketing of medical devices[22-23], this guideline 
will separately introduce the evaluation methods of clinical 
ophthalmic AI trials in section “Evaluation Methods for 
Clinical Ophthalmic Artificial Intelligence Trials”.
General Evaluation Methods of Clinical Ophthalmic 
Artificial Intelligence Research
Evaluation of data collection and management  The 
evaluation of data collection and management in clinical 
ophthalmic AI research aims to ensure the quantity, quality, 
completeness, safety, and reliability of research data[24]. Specific 
evaluation methods are recommended to cover the following 
aspects: 1) Data quantity evaluation: Evaluate the quantity 
of collected data to ensure that it meets the requirements of 
model development and performance validation in clinical 
research. 2) Data quality evaluation: Evaluate the quality of 
data[25-26], including the completeness, accuracy, logicality, 
consistency, and usability of the data, to ensure that the quality 
of the data meets the requirements[27]. 3) Data cleansing 
evaluation: Evaluate whether the data cleansing process is 
desensitized, logical, effective, etc. 4) Data label evaluation: 
Evaluate the construction process and label quality of data 
labels, that is, reference standards[28], to ensure the reliability 
of data labels. For labels generated by relying on manual 
labeling, it is necessary to evaluate the standardization of the 
labeling process, labeling personnel and equipment, labeling 
process, and labeling quality[29]. 5) Data storage evaluation: 
Evaluate the quality of data storage to ensure that data storage 
is secure and meets requirements. Common methods include 
checking the storage location, storage medium, and storage 
method of data. 6) Data management evaluation: Evaluate the 
quality of data management to ensure that data management 
is safe and meets requirements. Common methods include 
checking the data management process and the abilities of data 
management personnel[30]. 7) Data usage evaluation: Evaluate 
the quality of data usage to ensure the safety and compliance 
of data usage and sharing processes. Commonly used methods 
include checking the purpose, scope, ethics[31], and legality of 
data usage, as well as policies, methods, and purposes for data 
sharing.
Evaluation of artificial intelligence model development in 
ophthalmology  The evaluation of the model development 
process in clinical ophthalmic AI research aims to ensure that 
the models developed in the study have high quality, reliability, 
and stability. Specific evaluation methods are suggested to 
cover the following aspects: 1) Evaluation of development 
data set: Evaluate whether the quality, quantity, and balance 
of the data set used to develop the AI model are sufficient, 
how representative the data set is, and whether the division of 
training set, verification set, and test set is reasonable; is there a 

sufficient clinical basis for the definition method of evaluation 
labels. 2) Feature selection and extraction evaluation: If it is 
necessary to select features manually, evaluate whether the 
selected features can have an important impact on the model 
performance and whether the feature extraction method is 
appropriate. 3) Ophthalmic AI model performance evaluation: 
Use common indicators to evaluate the performance of the 
model, ensuring that the model can accurately predict target 
variables, as detailed in Section “Evaluation Methods of 
Clinical Ophthalmic Artificial Intelligence Models”. 4) Cross-
validation: Use cross-validation methods (such as k-fold cross-
validation) to evaluate the model’s generalization ability, 
ensuring that the model can make accurate predictions on 
new data. 5) Model interpretive evaluation: Evaluate the 
interpretability of the model to ensure that the predicted results 
of the model can be clinically explained and understood. 6) 
Model stability evaluation: Evaluate the stability of the model 
against data noise and randomness, ensuring that the model can 
produce consistent results when facing different datasets. 7) 
Model adaptability evaluation: Evaluate the model’s adaptability 
to different groups and environments, ensuring that the model 
can produce accurate results in practical applications. 
Evaluation of clinical application of artificial intelligence 
models in ophthalmology  The evaluation of the clinical 
application of ophthalmic AI models is to ensure the safety, 
effectiveness, and repeatability of clinical applications. 
Specific evaluation methods are recommended to cover the 
following aspects: 1) Security evaluation: Evaluating whether 
there are issues with data privacy and security in the clinical 
application process to protect the privacy and personal 
information of research participants. 2) Internal effectiveness 
evaluation: Evaluate the accuracy, credibility, and applicability 
of research results. The level of internal effectiveness depends 
on factors such as the rationality of the research design, the 
selection and allocation of research and control groups, blind 
design, control and management during the research process, 
and the reliability of data analysis. 3) External effectiveness 
evaluation: Evaluate the promotion ability and universality of 
research results. The level of external effectiveness depends 
on factors such as the representativeness of the research 
sample, the authenticity of the experimental environment, 
the universality of the research method, and the applicability 
of the research results. 4) Repeatability evaluation: Evaluate 
whether the research results can be repeatedly verified, that 
is, evaluate whether the AI model’s performance is stable 
on different datasets, whether the performance fluctuation 
range is acceptable, whether the performance is consistent 
on different devices, and whether the prediction results are 
consistent under multiple inputs of the same data. The level of 
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repeatability depends on factors such as the representativeness 
of data during the model development stage, transparency of 
the research process, clarity of research methods, openness of 
data, and repeatability of analysis. 5) Application effectiveness 
evaluation: Evaluate the effectiveness of clinical applications, 
including the degree of guidance and improvement for patient 
diagnosis and treatment. 6) Analysis and evaluation of health 
economics: Evaluate the value of health economics in clinical 
application, including cost-effectiveness analysis, cost-utility 
analysis, cost-benefit analysis, etc. Cost includes human, 
material, and economic costs. Output indicators include 
clinical effects, quality-adjusted life years, and saved medical 
expenses generated in the actual application process.
Evaluation Methods of Clinical Ophthalmic Artificial 
Intelligence Models
Evaluation of ophthalmic artificial intelligence intervention 
models  The ophthalmic AI intervention model can be 
used as an independent intervention measure or combined 
with conventional intervention measures for the treatment, 
prevention, or management of specific diseases or symptoms. 
To prove the effectiveness of the ophthalmic AI intervention 
models for the target disease treatment, the clinical research 
of the ophthalmic AI intervention models is usually evaluated 
through two aspects: the intervention process and the 
intervention effect. The intervention process can be directly 
evaluated by comparing the ophthalmic AI intervention models 
with the conventional intervention measures. According to the 
types of indicators derived from different aspects, such as the 
duration, safety, and effectiveness of the intervention process 
and health economics, appropriate statistical methods can be 
selected for comparison[32-34]. The evaluation of intervention 
effect is usually measured by clinical outcome indicators, 
such as mortality, disease recurrence rate, and survival time, 
which can be evaluated by the results of symptom relief, 
disease progression, or survival rate after the intervention. See 
Section “Commonly-used indices and formulae for ophthalmic 
artificial intelligence intervention model evaluation” for 
details.
Evaluation of ophthalmic artificial intelligence diagnostic 
models  A diagnostic model is used to determine whether 
a certain disease or lesion exists. The main objective of 
evaluating diagnostic models is to examine their diagnostic 
accuracy. The evaluation indicators that can be used include 
sensitivity, specificity, accuracy, and Kappa consistency 
coefficient, as detailed in Section “Commonly-used indices 
and formulae for ophthalmic artificial intelligence diagnostic 
model evaluation”.
Evaluation of ophthalmic artificial intelligence prediction 
models  Prediction models are used to predict the risk of 

diseases, changes in physiological structures, or treatment 
outcomes based on the characteristics of research participants. 
The evaluation prediction model can include classification 
results for evaluating the future occurrence of diseases and 
regression results for evaluating future physiological structure 
measurement parameters. If there is a clear prediction label 
(reference standard), the available evaluation indicators include 
root-mean-square error, mean absolute error, sensitivity, and 
specificity. In the absence of a clear prediction label (reference 
standard), the evaluation indicators include positive compliance 
rate, negative compliance rate, and total compliance rate 
compared with other state-of-the-art methods, as detailed in 
Section “Commonly-used indices and formulae for ophthalmic 
artificial intelligence prediction model evaluation”.
Commonly-used Indices and Formulae for Clinical 
Ophthalmic Artificial Intelligence Models Evaluation  
This guideline provides commonly used evaluation indices 
and formulae for ophthalmic AI models[28,35]. Clinical studies 
of different models should select different indicators for 
evaluation based on tasks.
Commonly-used indices and formulae for ophthalmic 
artificial intelligence intervention model evaluation  
1) Intervention model mortality rate: the rate of death among 
research participants after intervention:

Mortality rate=
Number of deaths after intervention

Number of interventions
×100%  (1)

2) Intervention model disease recurrence rate: The rate of disease 
recurrence among research participants after intervention:
Disease 
recurrence rate =

Number of disease relapses after intervention

Number of interventions
×100% 

 (2)

3) The intervention model survival period: the number of days 
between the start of intervention and death or loss of follow-up 
for research participants.
Commonly-used indices and formulae for ophthalmic 
artificial intelligence diagnostic model evaluation
1) Confusion matrix, a special visual matrix with two 
dimensions, can be used to compare classification results and 
actual measured values in supervised learning evaluation. 
Each row of the confusion matrix represents the instances in 
an actual class while each column represents the instances in a 
predicted class (Table 1).
2) Sensitivity (Sen), also known as Recall (R), is the proportion 
of true positive samples to all positive samples:

                                  Sen=R= TP
TP+FN

                                (3)

3) Specificity (Spe), the proportion of true negative cases to all 
negative cases:

                                    Spe= TN
TN+FP

                                   (4)
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4) Likelihood ratio, a composite indicator that reflects both 
sensitivity and specificity, is the ratio of the probability of 
obtaining a certain screening test result among the diseased 
individuals to the probability of obtaining the same result 
among the non-diseased individuals.
Positive likelihood ratio is the ratio of the true positive rate 
to the false positive rate of the screening results. As the ratio 
increases, the probability of a positive screening result being a 
true positive also increases:

              Positive likelihood ratio= Sen
1-Spe

                        (5)

Negative likelihood ratio is the ratio of the false negative rate 
to the true negative rate of the screening test result, with a 
smaller ratio indicating a higher likelihood of true negativity 
when the research result is negative:

              Negative likelihood ratio= 1-Sen
Spe

                      (6)

5) Accuracy is the proportion of samples with correct algorithm 
diagnosis to all samples:

                              Accuracy= TP+TN
N

                                (7)

6) Precision, also known as positive prediction value, is the 
proportion of true positive samples to the positive samples 
determined by the algorithm:

        Precision=Positive prediction value= TP
TP+FP

         (8)

7) Negative prediction value is the proportion of true negative 
samples to the negative samples determined by the algorithm:

              Negative prediction value= TN
TN+FN

                     (9)

8) Miss rate, also known as missed report rate, missed 
diagnosis rate, missed alarm rate, false negative rate, refers to 

the proportion of undetected positive samples in the test to all 
positive samples:

                        Miss rate=1- TP
TP+FN

=1-Sen                   (10)

9) False alarm, also known as false alarm rate, misdiagnosis 
rate, false alarm rate, false positive rate, refers to the proportion 
of all negative samples that are incorrectly predicted as 
positive:

                       False alarm=1- TN
TN+FP

=1-Sen               (11)

10) F1  score is the harmonic mean of recall and precision:
                      

F1=
2×P×R

P+R
2×TP

2×TP+FP+FN=
               (12)

In the formula, P represents the precision and R represents the 
recall.
11) The Youden index, also known as the correct index, 
assuming that false negative (rate of missed diagnosis) and 
false positive (rate of misdiagnosis) are equally harmful, is 
the sum of sensitivity and specificity minus 1. The larger the 
index, the better the screening effect.
                          Youden index=Sen+Spe-1                            (13)
12) Kappa value is an indicator used to evaluate the 
consistency between screening systems and reference labeled 
diagnostic results:

                                    Kappa= po - pe

1- pe
                              (14)

In the formula, p0=(TP+TN)/N, pe=(R1C1+R2C2)/N
2. Therefore: 

                Kappa=
N (TP+TN) - (R1C1+R2C2)

N2 - (R1C1+R2C2)
             (15)

13) Area under curve (AUC) of receiver operating 
characteristic (ROC): ROC is the sensitivity and specificity 
of the screening system on the test set estimated under preset 
thresholds to generate a set of specificity-sensitivity pairs. 
These operating points are connected in turn to form a curve. 
As shown in Figure 1, AUC is the area enclosed by the curve 
and the X-axis. It can be used to measure the performance 
of classification models, with values generally ranging from 
0.5 to 1. A larger AUC value suggests better classification 
performance.
14) Precision recall (PR) curve: Similar to ROC, the PR curve 
estimates the accuracy and recall of a screening system with 
preset thresholds on a testing set, resulting in a set of recall-
precision pairs that are sequentially connected to form a 
curve.
Commonly-used indices and formulae for ophthalmic 
artificial intelligence prediction model evaluation  If the 
prediction model outputs classification category results, 
the evaluation indices and formulae provided in Section 

Table 1 Confusion matrix 

Predictive 
values

Actual values
Total

Positive Negative

Positive True positive (TP) False positive (FP) R1

Negative False negative (FN) True negative (TN) R2

Total C1 C2 N

TP: The number of samples that are actually positive and correctly 
predicted to be positive; FP: The number of samples that are actually 
negative and incorrectly predicted as positive; FN: The number of 
samples that are actually positive but are incorrectly predicted to be 
negative; TN: The number of samples that are actually negative and 
correctly predicted to be negative; R1: The number of true positive 
and false positive cases. R2: The sum of false negative and true 
negative cases; C1: The sum of true positive and false negative cases; 
C2: The sum of false positive and true negative cases; N: The total 
number of samples.
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“Commonly-used indices and formulae for ophthalmic 
artificial intelligence diagnostic model evaluation” can be used 
for evaluation. If the output is a continuous numerical result, 
the following evaluation indices and formulae can be used:
1) Root mean square error can measure the deviation between 
the predicted value and the true value, and can reflect the 
accuracy of measurement. The closer the root-mean-square 
deviation is to 0, the better the model can predict the target 
value:

          
N

i=1
(yi-    )

2yî
1
NRoot mean square error=                (16)

In the formula, N is the total number of samples, yi is the true 
value of the i-th sample, and yî is the predicted value of the i-th 
sample.
2) Mean absolute error is the average of the absolute value of 
the deviation between each measured value and the reference 
standard. The average absolute error can avoid the problem of 
mutual cancellation of errors and accurately reflect the size of 
actual prediction errors:

                 
N

i=1
|    -yi |yî

1
NMean absolute error=                  (17)

3) Mean absolute percentage error (MAPE) is a relative 
measure. Compared with mean absolute error, MAPE 
calculates the percentage of the deviation between the 
predicted value and its reference standard relative to the 
reference standard:

                       
N

i=1

|    -yi |yî100%
NMAPE=

| yi |
                        (18)

The range of MAPE is [0, ∞) that a value of 0 represents a 
perfect model, and a value greater than 100% represents a 
poor-quality model. Note that the formula is not available 
when the value of the reference standard is 0.
4) Symmetric mean absolute percentage error (SMAPE): 
Compared with MAPE, the reference standard absolute value 
in the denominator of the calculation formula is replaced with 
the average of the reference standard absolute value and the 
predicted value absolute value:

                    
N

i=1

|    -yi |yî100%
NSMAPE=

(|    |+| yi |)/2yî
               (19)

The value range of SMAPE is [0, 200%], and the formula is 
not available when the reference standard and predicted value 
are both 0.
5) R square, also known as the coefficient of determination, 
is the statistical coefficient of the degree of fitness between 
the regression prediction value and the calibration value. The 
square value of R is between 0 and 1. An R square value closer 
to 0 suggests that the prediction results of the model are close 
to randomness. As R square value increases, the model fits 
better to the target.

                                  R2=1-
N

i=1∑
N

i=1∑
(yi-    )

2yî

(yi-    )
2y-
                            (20)

In the formula, N represents the total number of samples, yi is 
the actual value of the i-th sample, yî is the predicted value of 
the i-th sample, and y- is the average of the actual values of all 
samples.
6) When the reference standard output by the prediction model 
is unknown, the conformity rate can be calculated between the 
results of the evaluation method and those obtained by other 
state-of-the-art methods, such as positive conformity rate, 
negative conformity rate, and total conformity rate, as shown 
in Table 2[36] and the formula.

                
a

a+cPositive coincidence rate=          ×100%            (21)

                
d

b+dNegative coincidence rate=          ×100%          (22)

                   a+d
nTotal coincidence rate=          ×100%             (23)

7) In addition to evaluating the accuracy of predictive models, 
it is also important to access their calibration. Calibration is 
considered one of the most important attributes of predictive 
models, which reflects the degree to which the predictive 
model correctly estimates absolute risk. Poorly calibrated 
predictive models may underestimate or overestimate the target 
outcome[37]. The evaluation of calibration usually uses the 
Hosmer-Limeshow goodness of fit test and calibration curve.
Hosmer-Lemeshow goodness of fit test[37] is used to determine 
the difference between predicted values and true values. If 
the P-value is less than or equal to 0.05, it indicates that the 
difference between the predicted value and the true value is 
statistically significant, indicating poor fitting of the model; 
If the P-value is greater than 0.05, it indicates passing the 
Hosmer-Lemeshow goodness of fit test[38].

Table 2 2×2 table with unknown reference standards[36]

Method to be evaluated
Comparison method

Total
Positive Negative

Positive a b a+b
Negative c d c+d
Total a+c b+d n

Figure 1 Receiver operating characteristic (ROC) curve, area under 

curve (AUC) index and precision recall (PR) curve.
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The calibration curve[37] is used to assist in observing whether 
the predicted probability of the model is close to the true 
probability. It is a scatter plot of the actual occurrence rate to 
the predicted occurrence rate. Essentially, the calibration curve 
is a visualization of the goodness of fit test results.
Other commonly-used evaluation indices and formulae in 
clinical ophthalmic artificial intelligence research  1) The 
effective utilization rate of data refers to the proportion of 
data that is ultimately effectively used in the process of data 
collection and processing to the total data volume: 

    
Effective data volume

Total data volume
Effective data usage rate=                                        ×100%   (24)

2) The sample size estimation formula can derive the required 
quantity of data for each category in the test set based on the 
expected effect of the ophthalmic AI model:

                               N=
[Z1- a/2]

2 P (1-P)

Δ2

                              (25)

In the formula, Z is the Z statistical measure of confidence 
level, Δ is the allowable error, P is the expected evaluation 
index (sensitivity, specificity, etc.), and N is the required 
sample size. The confidence level of the parameter estimation 
bilateral confidence interval is usually set to 95% (i.e., Class 
I error α=0.05, bilateral), then Z1-α/2=1.96 and the expected 
evaluation index estimation accuracy (confidence interval half 
width) Δ is usually set to 5%.
3) When evaluating multi-category classification ophthalmic AI 
research tasks, if multiple categories are independent of each 
other, the evaluation of multiple categories can be transformed 
into the evaluation of multiple binary classification problems. 
The negative samples of each category are defined as all 
samples in the total sample except for the positive samples of 
that category. Computable evaluation indicators include Micro/
Macro F1 value, Micro/Macro AUC, and Kappa value.
Macro F1 and Macro AUC are calculated separately for each 
predicted F1 value and AUC value, and then averaged for each 
category:

   Macro F1= C
F1i

      C
      i=1∑ C

i=1

1
C

2×Pi×Ri
Pi+Ri

= =
C

i=1

1
C

2×TPi
2×TPi+FPi+FNi

  (26)

                       
C

Macro AUC= AUCi
C
i=1∑                              (27)

In the formula, C is the total number of categories for the 
classification task.
Micro F1 and Micro AUC are calculated by first calculating 
the number of true positive, false positive, true negative, and 
false negative samples in the population, and then based on the 
definition of F1 and AUC, namely:

                              Rm=
+

TPi
      C
      i=1∑

TPi
      C
      i=1∑ FNi

      C
      i=1∑                           (28)

                               Pm=
+

TPi
      C
      i=1∑

TPi
      C
      i=1∑ FPi

      C
      i=1∑

                         (29)

                                Micro F1=
2×Pm×Rm

Pm+Rm

                           (30)

Micro AUC relies on the global confusion matrix. When 
drawing the global receiver operating characteristic, the 
horizontal and vertical coordinates represent the global 
1-specificity and sensitivity respectively, that is:

        (1-                                  ,                                  )
+

TNi
      C
      i=1∑

TNi
      C
      i=1∑ FPi

      C
      i=1∑ +

TPi
      C
      i=1∑

TPi
      C
      i=1∑ FNi

      C
      i=1∑         (31)

Micro/Macro F1 and Micro/Macro AUC are values ranging 
from 0 to 1, and the closer the value is to 1, the better the 
performance of the multi-classification model.
When evaluating multi-classification tasks, the Kappa 
consistency coefficient:

                                 Kappa= po - pe

1- pe
                              (32)

In the formula,

            (TPi+FNi
 × (TPi+FPi) ⁄ N

2po= C
i=1∑ TPi / N, pe= C

i=1∑

4) In clinical ophthalmic AI research, the evaluation indicators 
for structural (e.g., physiological structure, and lesion) region 
segmentation results include Dice coefficient and Jaccard 
coefficient:
Dice coefficient is the ratio of the intersection between the 
segmented contour of the structural area and the reference 
standard contour to the average value of the segmented contour 
and the reference standard contour (Figure 2):

   DICE (X, Y)= =|X ∩ Y|
( |X| + |Y| )1/2

2×TP
(TP+FN) + (TP+FP)    (33)

In the formula, and |X| and |Y| respectively represent the 
number of elements of X and Y, and |X ∩ Y| is the intersection 
between X and Y.
Jaccard coefficient, also known as Intersection over Union 
(IoU), refers to the proportion of the intersection between the 
segmented contour of the structural area and the reference 
standard contour to the union of the segmented contour and the 
target contour (Figure 3):

    Jaccard (X,Y)=IoU (X,Y)= =
|X ∩ Y|
|X ∪ Y|

TP
TP+FN+FP    (34)

Evaluation Methods for Clinical Ophthalmic Artificial 
Intelligence Trials  Clinical trials are an important 
component of clinical research, used to verify the safety and 
effectiveness of drugs or medical devices. The evaluation 
methods for clinical ophthalmic AI trials are suggested to 
cover the following aspects: Design of experiments, research 
participants, ethical issues, sample size, control and blind 
design, trial results, data analysis, and adverse events. 1) 

Guidelines on ophthalmic AI clinical evaluation
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Design of experiments: The design of the clinical trial should 
be suitable for answering the questions of the clinical trial, 
including the type of trial, prospective or retrospective, single-
center or multi-center, and superior design, non-inferior design, 
or single group target value design. For example, clinical 
trials targeting intervention models need to ensure sufficient 
follow-up of participants to ensure that the intervention is 
safe and effective for a certain period of time. For the AI 
medical device clinical trial of the medical imaging diagnostic 
models, in order to avoid the influence of subjective factors, 
uncertainties, and other factors of doctors, the Multi-Reader 
Multi-Case design of experiments can be used to ensure a 
comprehensive evaluation of model performance and reduce 
errors caused by individual differences of researchers. 2) 
Research participant group: Clinical trials need to have a clear 
research participant group that is representative of the studied 
population. Clinical trials need to select research participants 
reasonably based on their characteristics and trial objectives, 
ensuring the representativeness and diversity of the samples. 
3) Ethical issues: Clinical trials should comply with ethical 
principles. Research participants should sign an informed 
consent form before participating in clinical trials, and clinical 
trials should obtain approval from the ethics committee[31]. 
4) Sample size: Clinical trials should have an appropriate 
sample size that meets the requirements of statistical analysis 
to discover meaningful differences between groups. 5) Control 
and blind design: Participants in intervention clinical trials 

should be randomly divided into a treatment group and a 
control group, and a double-blind method should be used to 
minimize selection bias and ensure the comparability of each 
group at baseline. The diagnostic or predictive clinical design 
of experiments should be suitable for answering the questions 
of clinical trials. Diagnostic clinical trials should use current 
clinical standard methods as control methods. 6) Test results: 
The measured results should be clearly defined and related to 
clinical trial issues, and standardized methods should be used 
for measurement. 7) Data analysis: The statistical analysis of 
the data should be appropriate, and the experimental results 
should be presented in a clear and transparent manner. 8) 
Adverse events: Clinical trials should report any adverse 
events that occurred during the trial period and evaluate the 
safety and tolerability of the clinical trial.
SUMMARY
Ophthalmology is the most active clinical specialty in 
medical AI. With the continuous increase of clinical research 
on ophthalmic AI based on ophthalmic imaging and AI 
technology, we have developed evaluation guidelines for 
clinical ophthalmic AI research to ensure the quality and 
reliability of clinical ophthalmic AI research. This guideline 
summarizes the background and methods of developing 
the guidelines on Clinical Research Evaluation of Artificial 
Intelligence in Ophthalmology, introduces international 
guidelines for AI clinical research evaluation, and discusses 
the evaluation methods of clinical ophthalmic AI research. 
This guideline introduces general evaluation methods of 
clinical ophthalmic AI research, evaluation methods of 
clinical ophthalmic AI models, and commonly-used indices 
and formulae for clinical ophthalmic AI model evaluation in 
detail, and amply elaborates the evaluation methods of clinical 
ophthalmic AI trials. The development of this guideline can 
help improve the design, implementation, and quality of 
clinical research protocols, thereby improving the integrity 
and transparency of research and reducing potential biases. 
The purpose of this guideline is to provide recommendations 
for the evaluation of clinical ophthalmic AI research and 
raise regulatory awareness of ophthalmic clinical research 
evaluation among relevant researchers. In clinical ophthalmic 
AI research, researchers can select evaluation indices and 
formulae according to the research process and model type.
This guideline is the first in the evaluation of clinical 
ophthalmic AI research. With the gradual introduction of laws, 
regulations, and policies on the application of AI technology in 
the medical field, the content of this guideline will be further 
discussed and updated. Valuable suggestions and opinions on 
the shortcomings are welcome to continuously update and 
improve this guideline[39].

Figure 2 Dice coefficient calculation.

Figure 3 Jaccard coefficient calculation.
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