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Abstract
● In the paper a referral system to assist the medical 
experts in the screening/referral of diabetic retinopathy is 
suggested. The system has been developed by a sequential 
use of different existing mathematical techniques. These 
techniques involve speeded up robust features (SURF), 
K-means clustering and visual dictionaries (VD). Three 
databases are mixed to test the working of the system 
when the sources are dissimilar. When experiments 
were performed an area under the curve (AUC) of 0.9343 
was attained. The results acquired from the system are 
promising.
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INTRODUCTION

H ard exudate is the fundamental artifact which exists 
in diabetic patients most of the times. In many cases, 

the manifestation of these artifacts confirms that the patient 
should seek medical help from a medical expert. Manifestation 
of hard exudates may prove helpful in screening of diabetic 
retinopathy. The patients left untreated may encounter blurred 
vision or blindness. To assist the overloaded medical experts in 
screening, a referral system for hard exudates is required.
The presented system uses speeded up robust features (SURF)[1] 

to acquire basic features from images, K-means clustering[2] 
for developing visual dictionaries (VD)[3] and for classification 
support vector machine (SVM)[4] is employed. 
Sopharak et al[5] developed a system only utilizing basic 
image processing techniques such as filtering and contrast 
enhancement. For their system to perform optimally the pixels 

of both classes i.e. artifact and normal must have significant 
difference in their intensities. García et al[6] proposed a 
system based on features like average and standard deviation 
of artifact and normal classes. They also utilized various 
classifiers and machine learning techniques. Sopharak et al[7] 

and Dupas et al[8] used fuzzy clustering along with carefully 
chosen features like standard deviation of intensities and 
hue etc for detection purposes. Dynamic thresholding and 
different statistical techniques were used by Sánchez et al[9] for 
the same problem. Another system proposed by Welfer et al[10] 
used morphological operations and watershed transform in 
LUV colorspace for the same purpose. In LUV color space, 
L is the luminance component and U and V components 
provide color information. Sanchez et al[11] proposed another 
system which required patient’s contextual information and 
SVM as a classifier. Chen et al[12] proposed an algorithm in 
which different histogram and morphological operations were 
suggested. Garcia et al[13] employed logistic regression along 
with radial basis function classifier for addressing the problem. 
Kayal and Banerjee[14] also suggested basic image processing 
techniques in his method. Naqvi et al[15] used scale-invariant 
feature transform (SIFT) feature and SVM for extraction of 
hard exudates. In the method no preprocessing is required.
METHODS
Suggested Technique  The training and testing phases of the 
suggested system is given in the following sections.
Training phase  The first step involved in the training phase 
is the extraction of point of interests (POIs). For this purpose 
SURF is employed. SURF can extract relatively huge number 
of POIs from an image. In image processing systems the 
features in the vicinity of POIs are more advantageous than 
the global features of the image[16]. In Figure 1A and 1B, 
a fundus image along with few POIs detected on the same 
image is displayed. Before the training phase three medical 
experts annotated the images to point out the artifact and 
normal regions. They also annotated the optic disc region in 
the training images. Utilizing SURF, a number of descriptors 
can be found from a fundus image. These descriptors act as 
low level features (LLF) as they are in raw form and cannot 
be fed into the classifier. Let an arbitrary training image 
Ii where i ∈ {1, 2, 3, ..., m} and m is the total number of 
training images. da and dn are the descriptors or LLF of Ii 
found through SURF. It should be noted that da are the LLF 
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of regions of image Ii containing artifact while dn represents 
the LLF from regions of image Ii considered normal by the 
experts. Here a ∈ {1, 2, 3, ..., q} and n ∈ {1, 2, 3, ..., p}, 
q and p are total LLF gathered from training images and da, 
dn ∈

y exists in y-dimensional space. Utilizing the LLF, da and 
dn visual dictionary V={v1, v2, v3, …, vk} is constructed through 
K-means clustering. vk refers to a signal visual codeword from 
V. Following steps involve the quantization and spooling of Ii 
based on V. For this, first each da, dn ∈

y is mapped onto the V. 
This transforms the low level da and dn onto a representation 
bases upon visual codewords of V. Mathematically this can be 
represented as f: y→k, f(da)=μa and f(dn)= μn. μ’s are acquired 
through the ‘hard assignment’[17] of LLF to the nearest 
codeword of V i.e.:
μqκ=1 if q= arg minκ ||vκ-d1||

2 else q=0
Here μq,k 

 is the qth component of mid-level feature (MLF) that 
is now obtained and d={da, dn}, μ={μa, μn}, l=n+p. For feeding 
these features into SVM the spooling step is still required. 
These obtained features are considered as MLF.
In sum spooling the high level feature vector τ is found i.e.:

where τ ∈ κ

The features gathered at this point, in the form of τ’s are useful 
for the classifier and the classifier reports its decisions based 
on these high level features (HLF). The results are checked on 
a linear SVM[4]. 
Testing phase  In this phase the steps mentioned in training 
phase are again repeated but with the test images. However 
no new VDs are developed and the VDs of training phase are 
employed for the testing procedure.
Databases and Experiments
Choice of database  To test the suggested system three databases 
have been employed i.e. Diaretdb1[18], DR1[19], DR2[19]. The 
salient features of the databases are tabulated in Table 1.

Experiments  In the experiments the images of the three 
databases i.e. DR1, DR2 and Diaretdb1 are mixed. This is 
done to test the system in a more challenging situation where 
the sources of the images are dissimilar and the images are 
taken in different conditions. In the experiments 100 artifact 
images and 100 normal images are used for training purpose 
while the remaining is utilized in testing phase. Overall 359 
(234+79+46) artifact and 359 randomly selected normal 
images are involved in the experiments. Mixing of images may 
induce a biasing effect on the system; therefore the method 
of random subsampling[20] is utilized for testing the system. 
Three random sets named as RS1, RS2 and RS3 are used in 
the random subsampling. The system was also evaluated at 
different sizes of VDs i.e. VD50, VD100, VD150 to VD400.
RESULTS AND DISCUSSION
The results of the suggested system are shown in terms of 
sensitivity, specificity and accuracy[21]. These results are 
obtained on three different RS and different sizes of the VDs. 
The area under the curve (AUC) of radio operating curve 
(ROC) has also been obtained. In the tests the average AUC 
within the VD has also been computed. Apart from this the 
standard deviation within the VD has also been calculated.
The top accuracy of 91.89% is recorded for VD350 and RS2. 
The maximum average AUC of 0.8942 (89.42%) is attained on 
VD350. The highest AUC of 0.9343(93.43%) is recorded for 
RS2 when VD350 is used. Figure 1 shows a view of the 
results of the experiments. The maximum sensitivity, specificity 
and accuracy of suggested system has been shown in 
Table 2.
From overall results gathered from the system, it is clear that 
the suggested system displays almost stable AUC on all RS for 
experiments. However, sometimes minutely poor performance 
can be observed on RS3 as compared to RS1 and RS2. 
The random mixing of the images gathered from different 

Table 1 Databases utilized in the work

Database Useful images 
(containing hard exudates) Resolution (pixels) Developer

DR1 234 640×480 Federal University of Sao Paulo (UNIFESP)
DR2 79 867×575 Federal University of Sao Paulo (UNIFESP)
Diaretdb1 46 1500×1152 Kuopio University Hospital

Figure 1 ROC for different VDs in mixture of image databases using SVM within (A) RS1 (B) RS2 (C) RS3.
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datasets is the cause for the observation. For both categories 
of experiments the value of average AUC also remains almost 
stable when the size of VD increases from VD50 to VD400. 
In experiments minor fluctuations are observed in the values 
of standard deviation with in the VDs. This is again due to the 
selection of different RS by the computer. The mentioned facts 
and statistics obtained from experiments are further elucidatein 
detail through graphical view of Figure 2.
In the paper, it has been elaborated that the patients of diabetes 
are increasing day by day. To remove the enormous load 
from the medical experts a referral system is suggested and is 
developed by making use of various mathematical techniques. 
To better evaluate the system, when the images belong to 
various sources, it has also been checked by combining 
various databases. The working of the system is evaluated 
with different RS and various sizes of VDs. The suggested 
system shows promising results. A maximum AUC of 0.9343 
(93.43%) is noted with VD350.
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